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Enclosed is NASA's response to Recommendation 2010-01-04B from the 2010 First 

Qual1erly Meeting of the Aerospace Safety Advisory Panel (ASAP) and Recommendation 
2010-02-03 from the 2010 Second Quarterly Meeting of the ASAP. Please do not hesitate 
to contact me if the Panel would like further background on the infonnation provided in the 
enclosures. 

I look forward to receiving continued advice from the ASAP th;;t res 
 Js from your 
important fact-finding and quarterly meetings . 
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Charles F. Bolden, Jr. 
Administrator 

2 Enclosures: 
1. NASA Response to 2010-01-04B, Integration of Crew Requirements into Design 
2. NASA Response to 2010-02-03, Taurus XL Mishap Documentation 
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Tracking Number 2010-0l-04B 

Integration of Crew Requirements into Design 


Finding 
Ares thrust oscillation design changes have been largely driven by an understood need to limit 
exposure of the crew to certain vibration levels. To the Panel's knowledge, the underpinnings for 
these assumed vibration limits have not been rigorously explored. Given the potential for human 
vibration limits to drive future designs, more research needs to be done on acceptable vibration 
levels for the crew. Additionally, the difficulties the Panel observed in identifying, validating, 
and integrating the crew's desires and needs with regard to vibration for Ares I points OLlt a need 
for improvement in the overall process for crew input to system requirements. 

Recommendation 
Develop and incorporate into the design process a more rigorous process for identifying, 
assessing, resolving, and integrating the crew's desires and needs into the system design 
requirements for future vehicles. 

Rationale 
B) It is also critical that a standard method be implemented for properly weighing and 
implementing the entire class of crew-driven requirements. 

NASA Response 
NASA believes that the Astronaut Office is appropriately involved in the design process through 
voting membership on key boards/milestone reviews and the issuance of position papers and 
Crew Consensus Reports. Board membership provides rigor and a voice in our established 
processes for program management. The Program Manager has the ultimate responsibility to 
weigh the inputs from the technical, safety, and operations communities, including the Astronaut 
Office; balance cost and schedule; and make the final decision regarding requirements and 
design. Given that the Astronaut Office has a well-established process for providing input, 
NASA does not agree with the ASAP recommendation to implement changes to the authorities 
and processes in place for decision-making. As NASA transitions to the Space Launch System 
and the Multi-Purpose Crew Vehicle programs, astronaut participation will continue to be 
essential for the design, development, and testing of a safe, reliable system. 

Background 
Ares Thrust OscilJation: In the specific case of thrust oscillation, the crew seats on Shuttle 
flights have been instmmented. Further quantitative data is being gathered for these flights. The 
data will be used to correlate vibration level versus the ability of the crew to perform a variety of 
tasks at these levels. This data along with offline simulations will be used to validate current 
crew vibration limits used for design. Additionally, the Astronaut Office was proactively 
involved in the battery of tests recently performed at the Ames Research Center, which evaluated 
the effects of vibration and accelerations on a crewmember's ability to read displays during 
dynamic phases of flight. Using a centrifuge and seat vibration actuators, the test simulated 
various potential conditions the crew could experience during lift off and ascent. Astronauts 
participated as subjects and provided feedback on the acceptability of the conditions. These 
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tests , and the crew's input, contributed to the final vibration and acceleration requirements that 
the Ares I and Orion vehicle stack must meet during flight. 

Ongoing Crew Office Participation in Program Activities: The Crew Office has been an 
active participant on program design, engineering, configuration control, and risk management 
boards for human spaceflight programs. Examples of typical activities are summarized below: 

• 	

• 	

• 	

o 	

o 	

o 	

o 	

o 	

Constellation Program (CxP): Crewmembers are very involved in design reviews, as 
well as key decision points, throughout the life-cycle of the program. They are members 
of both the Constellation Control Board (CxCB) (CxPMDD-002A, CxCB Charter) and 
the Systems Engineering Control Board (SECB) (CxPMD-OOSA, SECB Charter). Not 
only are they members of the CxP boards, but they are also key members of design 
teams, including Orion's cockpit team, and have been included in verification activities, 
sllch as having crewmembers physically evaluate mockups and provide formal 
evaluations. 

International Space Station (ISS) Program: Crewmembers are represented at each 
monthly Program Risk Advisory Board (PRAB) meeting (Space Station Program (SSP) 
S017SC, ISS Risk Management Plan)) and have an agenda item to present at each PRAB 
meeting. 

SSP: Crewmembers are represented on a number of SSP engineering and configuration 
control boards (as documented in NSTS 07700, Volume V, Book 1, Information Change 
Requirements) listed below. They are also members of the Mission Management Team 
during Space Shuttle missions and actively participate on a number of Problem 
Resolution Teams, depending on the issues being discussed. 

Program Requirements Control Board Membership (NSTS 07700, Volume V, 
Book 1, Para 4.2 .2.l.2, Membership). 

Flight Operations and Integration Control Board Membership (NSTS 07700, 
Volume V, Book 1, Para 4.2 .2.2.3.2, Membership). 

Systems Integration Control Board Membership (NSTS 07700, Volume V, Book 1, 
Para 4.2.2.2.4.2, Membership). 

Orbiter Configuration Control Board Membership (NSTS 07700, Volume V, Book 1, 
Para 4 .2.2.2.6.2, Membership). 

EVA Configuration Control Board (NSTS 07700, Volume V, Book 1, Para 4.2 .3.1 .2, 
Membership). 



Tracking Number 2010-02-03 

Taurus XL Mishap Documentation 


Finding 
Both NASA and the contractor conducted mishap investigations on the Feb. 24 failure of the 
Taurus XL launch. There were eleven findings from the NASA investigation, some of which 
were specific to this satellite and some that appear could be applied to other future programs. 
Although the findings went into the Launch Services database that is maintained at KSC, it was 
not transmitted to other programs, such as Constellation, nor, more importantly, captured in a 
standard of some type for future spacecraft designers. The concern is that the ability o[the 
collective space enterprise to learn from its mistakes is not currently in place. 

Recommendation 
The ASAP recommends that NASA examine these eleven OCO findings and determine which of 
them can be codified in some way that can benefit other future programs. NASA should then 
expand the process used to do that and integrate it into mishap investigation procedures to ensure 
that there is a process for sharing the results of mishap investigations and corrective actions 
across all programs, both NASA and commercial. 

Rationale 
If NASA does not find a way of capturing lessons learned and passing them to future designers, 
we will be destined to keep relearning lessons that have been learned at great expense. 

NASA Response 
All NASA mishap reports are attached to the Incident Reporting Information System (IRIS). 

The mishap report in IRIS is considered NASA Sensitive But Unclassified (SBU) Information . 

This is because most mishap reports contain some elements of proprietary information, personnel 

information subject to the Privacy Act, Export Arms Regulation (EAR) information, and U.S. 

International Traffic in Arms Regulations (ITAR) information. All NASA SBU information is 

available to civil service employees in accordance with NASA Procedural Requirements (NPR) 

1600.1, NASA Security Program Procedural Requirements. If a report contains third party 

proprietary information, such as Orbital's proprietary information in the Orbiting Carbon 

Observatory (OCO) report, NASA does not have the legal authority to share this information 

beyond the agreement with the commercial provider. 


The official OCO Mishap Investigation Board (MIB) report contains information restricted by 

ITAR, EAR, and Orbital ' s company-sensitive proprietary information . As a result, the MIB has 

prepared a summary of its report, which provides an overview of publicly releasable findings and 

recommendations regarding the OCO mishap . The summary is available on IRIS and at: 

http ://www.nasa.gov/oco. A copy is attached . 


NASA cannot require commercial vendors to look at NASA's Web sites or evaluate NASA's 

lessons learned. Furthermore, NASA cannot require commercial vendors to share their third

party proprietary information with other commercial vendors. 
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In accordance with NPR 8621.IB, NASA Procedural Requirementsfor Mishap and Close Call 
Reporting, Investigating, and Recordkeeping, the Space Operations Mission Directorate has 
assigned personnel to determine which of the OCO lessons can be codified in some way that can 
benefit other future programs and translate the OCO findings into NASA lessons learned. Once 
the lessons learned documents have been finalized and made available for public release, they 
will be posted on the NASA Lessons Leamed Information System at: 
http ://nen .nasa.gov/portaJ/sitelllis/LL. In accordance with NPR 7120.7, NASA Information 
Technology and Institutional Infrastructure Program and Project Management Requirements, 
programs and projects are required to develop plans for the capture and dissemination of 
appropriate lessons learned during system operation. 

Additionally, NASA has two Web sites where it is sharing specific safety messages, Mishap 
Warning Action Responses, and publically releasable reports: The NASA Mishap Investigation 
Web site at: https ://secureworkgroups.grc.nasa.gov/mi and the NASA Safety Center Web site at: 
http://nsc. nasa.gov/ . 

Given that NASA already has a well-established policy to generate lessons learned from mishap 
investigations, a well-developed lessons learned portal, multiple locations to access mishap 
information, and requirements for programs to implement these lessons learned, no further 
Agency-wide procedures or policies are required to ensure that lessons are developed and shared. 
NASA recommends this action be closed. 

http:nasa.gov
http://nsc
https://secureworkgroups.grc.nasa.gov/mi
http://nen.nasa.gov/portaJ/sitelllis/LL


Overview of the Orbiting Carbon Observatory (OCO) Mishap Investigation Results 
For Public Release 

SUMMARY 

The Orbiting Carbon Observatory was a National Aeronautics and Space Administration 
satellite mission that was launched on an Orbital Taurus XL launch vehicle . On Feb. 24, 
2009, the OCO mission (Taurus T8) lifted off from Launch Complex 576-E at 
Vandenberg Air Force Base (VAFB) in California at 4 :55 :31 a.m. EST. 

The OCO mission was lost in a launch failure when the pay load fairing of the Taurus 
launch vehicle failed to separate during ascent. A payload fairing is a clamshell-shaped 
cover that encloses and protects a payload on the pad and during early flight. Fairings are 
a standard component of expendable launch vehicles, and they are always jettisoned as 
soon as possible after a launch vehicle has achieved an altitude where aeroheating is no 
longer a risk to the satellite. On this flight, the fairing should have been jettisoned shortly 
after Stage 2 ignition. However, the fairing remained attached for the remainder of the 
flight. The OCO satellite was separated from the Stage 3, but was contained within the 
still attached fairing. The OCO satellite and the vehicle coasted to an apogee of 615 lan, 
(short of the desired 642 Ian) with an apogee velocity of7.2 lan/sec. This apogee was 
only 300 rnIsec short of the desired orbital velocity. Failure to shed the fairing mass 
prevented the satellite from reaching its planned orbit; resulting in atmospheric reentry. 
Aeroheating and reentry loads most likely caused break-up and/or bum-up. Any 
surviving pieces were dispersed in the Pacific Ocean near Antarctica. 

The cost of the mission was $209 million; therefore, the incident was classified as a Type 
A mishap. A NASA Mishap Investigation Board (MIB) was formed by William 
Gerstenmaier, associate administrator for the NASA Space Operations Mission 
Directorate. The MIB, chaired by Arthur F. Obenschain, deputy director of the NASA 
Goddard Space Flight Center, began its investigation in early March. 

No physical evidence was available for examination. However, the MIB performed 
hardware testing, performed or reviewed engineering analysis and simulation data, 
reviewed telemetry data, impounded more than 2,000 documents and conducted 78 
interviews of critical personnel associated with the mission at all levels. Using this data 
the MIB was able to analyze and validate that the mishap cause was failure of the fairing 
to separate upon command. The analysis performed conclusively shows that the ascent 
system performance and actual flown trajectory is consistent with carrying the extra mass 
of the fairing past its intended separation point. As part of its investigation, the MIB 
developed a fault tree and an event and causal factor tree . After identifying causes using 
the fault tree, the MIB developed and documented in a formal report recommendations 
aimed at avoiding such occurrences in the future . 

NASA has completed the agency's assessment of the OCO MIB report. The report is 
NASA-sensitive, but unclassified (SBU), because it contains company proprietary 
infornlation; the report also contains information restricted by the International Traffic in 
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Arms Regulations (IT AR). As a result, the OCO mishap investigation report was deemed 
not releasable to the public. The following provides an overview of publicly releasable 
findings and recommendations regarding the OCO mishap. 

MISSION OVERVIEW 

The Orbiting Carbon Observatory was an experimental NASA Earth System Science 
Pathfinder Program mission. The OCO satellite was designed to make space-based 
measurements of atmospheric carbon dioxide and provide NASA with insight to the 
sources of human and natural carbon emissions, as well as pinpointing potential carbon 
"sinks" on the surface of the Earth. The measurements from OCO were intended to help 
scientists better understand C02 concentrations in the Earth's atmosphere. 

The OCO satellite project was managed by the Jet Propulsion Laboratory (JPL) in 
Pasadena, Calif., for NASA's Science Mission Directorate. Orbital Space Systems Group 
built the satellite under contract to JPL. 

SELECTION OF LAUNCH VEHICLE 

The OCO launch service was procured under the NASA Launch Services Program Small 
Expendable Launch Vehicle Systems contract in October 2003. The OCO mission was 
the first time that the Taurus XL 3110 configuration was flown. It was also the first time 
that a NASA satellite was a primary payload on a Taurus launch vehicle. The Orbital 
Launch Services Group provided the Taurus launch, under contract to NASA's Launch 
Services Program at NASA's Kennedy Space Center in Florida. 

TAURUS LAUNCH VEHICLE SYSTEM DESCRIPTION 

Taurus is a four-stage, inertially guided, all solid fuel, ground launched vehicle, designed 
and built by Orbital's Launch Services Group. The Taurus launch vehicle is available in 
multiple configurations that differ in fairing size, and orbital insertion performance. 

The OCO mission flew the Taurus XL 3110 configuration which uses motors adapted 
from Orbital's Pegasus Program. The vehicle uses the Castor 120 booster with an Orion 
SOSXLG for Stage 1, an Orion SOXLG for Stage 2, and an Orion 38 for Stage 3. The 
OCO mission used the 63-inch diameter payload fairing. 
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Taurus Launch Vehicle 

TAURUS 63-INCH FAIRING SYSTEM DESCRIPTION 

The 63-inch composite fairing system consists of two bisector shells with acoustic 
blankets attached to the inside of the fairing halves. The fairing shell consists of a 90
degree half, which encompasses 0 to 180 degrees in the vehicle coordinate system, and a 
270-degree half, which encompasses the 180 to 360 degree portion. The 90-degree half 
includes the nose cap , pyrotechnic separation systems, and the environmental control 
system (ECS) ducting for payload ground processing. The 270-degree half contains the 
majority of the telemetry sensors. The two fairing halves are structurally joined during 
the payload encapsulation process along their longitudinal edges using frangible joints 
(referenced as " frangible side rail") . A frangible base ring around the bottom edge 
structurally attaches the payload fairing to the launch vehicle. During nominal flight the 
frangible joints (side rails and base ring) are severed using ordnance, then a set of 
pneumatic thrusters push the fairings outward on hinge pairs separating the fairing 
halves. 

Sensors are mounted to the fairings to provide temperature, pressure, and acoustic 
environment. Fairing separation breakwires are included on each half and monitored in 
telemetry. 

DESCRIPTION OF MISHAP 



The OCO was launched Feb. 24, 2009 aboard the Taurus T8 launch vehicle from Space 
Launch Complex 576-E at Vandenberg Air Force Base (VAFB) in California. Following 
the 9:55 :3 1 UTC liftoff, the launch proceeded nominally up to Stage 2 ignition. Vehicle 
telemetry was received until the Taurus transmitters were commanded off at 10:09:58 
UTe. A contingency was declared at 10: 11 :09 UTe. 

MISHAP CAUSES AND RECOMMENDATIONS 

NASA's major goal in performing mishap investigations is to improve safety and mission 
success probability by identifying the causes of a mishap, and by providing 
recommendations that will prevent future occurrences of similar events . By performing 
analyses to determine 'why' the mishap occurred, the MIB did identify four potential 
causes that could have led to the failure. 

The investigation carried out by the MIB resulted in validation that the Taurus launch 
vehicle fairing failed to separate upon command. Fairing sensor data (microphone, 
temperature, acceleration) and the separation breakwire indicated that the fairing did not 
separate from the launch vehicle. Simulation models of Taurus performance, assuming 
the fairing did not separate, were developed. The models showed good agreement and 
analytically demonstrated performance impacts that are consistent with the performance 
experienced on the OCO mission. 

The MIB analyzed the payload fairing system design, manufacturing, inspection, 
assembly, and testing, and associated telemetry in order to identify a more detailed cause. 
The MIB was unable to detelmine which component or subcomponent was the direct 
cause for the fairing not to separate, but identified a number of hardware components 
whose failure modes could be potential causes: fairing base ring frangible joint, electrical 
subsystem and the pneumatic system hot gas generator (HGG) including its pressure 
cartridges . The potential causes with specific recommendations are summarized below . 

1) Frangible Joint Subsystem failure caused fairing not to separate. 

It could not be determined if the frangible joint base ring fractured completely as 
designed. An incomplete fracture could have resulted in the fairing not separating. The 
MIB looked at the materials used and their characteristics and made the following 
recommendations: 

1. 	 Verify that the Taurus launch vehicle frangible joint (fairing rail, base ring, and 
Stage 21 Stage 3) extnJsions have a traceable pedigree on future NASA missions. 
If pedigree cannot be verified, remove and replace the assigned hardware with 
frangible joints that have a complete pedigree . 

2. 	 Establish a single heat treat lot requirement for aluminum used to manufacture 
extrusion and perform sub-scale tests on the lot. 

3. 	 Institute permanent marking (which cannot be removed during processing) along 
the length of the extrusion at intervals to ensure traceability. 



4 . 	 Implement a common procurement and assembly process for frangible joints used 
on Taurus similar to Orbital's other programs. 

2) Electrical Subsystem failure caused fairing not to separate. 

It could not be detennined if the transient bus supplied sufficient electrical current to 
initiate the required ordnance devices. Insufficient current could have resulted in an 
insufficient quantity of ordnance devices firing causing the fairing not to separate. The 
MIB made the following recommendations: 

5) 	 Rescale Taurus launch vehicle telemetry to allow the transient power bus 
measurements to fully capture peak currents during flight. 

6) 	 Institute a process that monitors, captures, and analyzes PDU current output 
profiles during acceptance test and flight simulations. 

3) Fairing Pneumatic System failure caused fairing not to separate. 

It could not be detennined if the fairing pneumatic system supplied sufficient pressure to 
separate the fairing. The fairing pneumatic system consists of the hot gas generator 
(HGG) system, thrusters, and pneumatic tubing. The HGG system consists of the HGG 
body, manifold, and pressure cartridges. If insufficient pressure was supplied to the 
thrusters then the fairing would not have separated. The MIB made the following 
recommendations: 

7) 	 Implement items ' a' through ' e' below into the HGG system. If the items cannot 
be fully implemented, then replace the HGG system with an alternate fairing 
jettison system that does not use a hot gas generator system: 

a) 	 The HGG system should be qualified and acceptance tested in the flight-like 
configuration and environment. 

b) 	 Define and document the HGG sustainer grain propellant radiographic 
acceptance criteria, including the engineering rationale and applicability for 
using non Orbital criteria for the Taurus application. 

c) 	 Modify HGG design to retain small propellant pellets and preclude movement 
during dynamic environments . 

d) 	 Assure that HGG ignition occurs when the HGG system is subjected to all 
induced thermal and dynamic environments . 

e) 	 Provide a controlled, verifiable and repeatable means for mounting the HGG 
in the Taurus Launch Vehicle fairing for flight, qualification and acceptance 
testing for flight, for all future NASA missions. 

8) 	 Demonstrate that the pressure cartridges initiation charge remains in contact with 
the bridgewire after being subjected to Taurus thermal and dynamic 
environments. 



9) 	 Establish functional performance requirements for PCs which screen for 
workmanship and lot-to-Iot variability (i.e ., time to first pressure, time to peak 
pressure and thermal time constant) . 

10) Assure manufacturing and inspection processes are consistent with the PC design 
requirements. 

4) Flexible Confined Detonating Cord (FCDC) Snagged on Frangible Joint Side Rail 
Nut Plate 

It could not be determined if the FCDC snagged on the frangible joint side rail nut plate 
preventing the fairing from separating. The MIB made the following recommendation: 

II) Route the FCDC, or implement a physical barrier, to exclude the possibility that 
the FCDC would snag on a nut plate cover. 

Further analysis is in work by NASA Launch Service Program that may demonstrate that 
the possibility of the FCDC snagging is remote . It may be possible to show based on 
available acceleration data and modeling that this patticular failure mode was not a 
contributor to this failure . This additional work is very time consuming and may yield 
inconclusive results. Rather than hold up the repolt and findings, it was decided to 
release the findings. Improved routing of the FCDC is a prudent action even if later 
analysis shows that this was not a possible direct contributor to the failure. 

During the course of the mishap investigation, several observations related to quality 
control, configuration management and programmatic processes were noted by the MIB. 
Although these observations were not direct contributors to the mishap, the MIB 
determined that they could be beneficial for future programs . 




